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A procedure for determining the sensitivities of the eigenvalues and eigenvectors of damped vibratory systems with distinct eigenvalues is presented. The eigenpair derivatives of the structural and mechanical damped systems can be obtained consistently by solving algebraic equations with a symmetric coefficient matrix whose order is $(n+1) \times(n+1)$, where $n$ is the number of co-ordinates. The algorithm of the method is very simple and compact. Furthermore, the method can find the exact solutions. As an example of a structural system to verify the proposed method and its possibilities in the case of the proportionally damped system, the finite element model of a cantilever plate is considered, and also a 7-DOF half-car model as a mechanical system in the case of a non-proportionally damped system. The design parameter of the cantilever plate is its thickness, and the design parameter of the car model is a spring. One of the remarkable characteristics of the proposed method is that its numerical stability is established.
(C) 1999 Academic Press

## 1. INTRODUCTION

The dynamic responses of the structural or mechanical systems can be completely identified by obtaining the natural frequencies and mode shapes of the systems. Variations in system parameters lead to changes in these dynamic characteristics and hence in responses. The derivatives of the eigenpairs are useful in design trend studies and for gaining insight into the behavior of physical systems. Using these eigenpair derivatives in large systems can reduce remarkably the cost of reanalyzes. The derivatives of the mode shapes with respect to design parameters are particularly useful in certain analysis and design applications: approximating a new vibration mode shape due to a perturbation in a design parameter, determining the effect of design changes on the dynamic
behavior of systems [1], and tailoring mode shapes to minimize displacements at certain points on a system [2]. In contrast to computing eigenvalue derivatives where preferred methods exist, there are a number of different methods for calculating mode shape derivatives. The different methods seek to overcome the practical difficulty of solving a singular matrix equation.

Methods for calculating mode shape derivatives include the finite-difference method [3-5], the iterative method [6-9], the modal method [10-18], the modified modal method [19, 20], Nelson's method [21] and Lee and Jung's method [22,23]. The finite-difference method uses a difference formula to approximate the derivative numerically, which requires calculating the eigenvector at a nominal and at least one perturbed design point. This method is sensitive to round off and truncation errors associated with the step size used. The modal method approximates the mode shape derivatives as a linear combination of mode shapes. This method can be computationally expensive if a large number of modes are needed to represent accurately the mode shape derivative. The modified modal method was developed to reduce the number of modes needed to represent the derivative of mode shapes. Nelson's method is an exact analytical method for calculating mode shape derivatives. This method only requires the knowledge of the eigenvector to be differentiated and is recommended as an efficient solver for calculating the mode shape derivative [18]. However, this method is lengthy and clumsy for programming and is restricted to the eigenvalue problem with only distinct natural frequencies. Nelson's method is extended to the eigenvalue problem with multiple natural frequencies by Dailey [24], however, this method is lengthy and complicated as well. Lee and Jung's method developed recently is an exact analytical method for calculating mode shape derivatives. Furthermore, it is very efficient and simple. For a thorough review of the research in sensitivity methods for finitedimensional structural problems, the reader may refer to the excellent survey paper by Haftka and Adelman [25].

A number of the prescribed methods can be applied to the damped system; Pomazal and Snyder [26] extended the theory to the complex eigenvalue problem to analyze the effects of adding springs and dampers to viscously damped systems. Hallquist [27] proposed a method for determining the effects of mass modification in viscously damped systems. Recently Zimoch [28] has presented the sensitivity analysis method for determining the dynamic characteristics of mechanical systems to variations in the parameters. The method is applied to conservative as well as non-conservative systems. However, it may be restricted to mechanical systems (lumped systems) with only distinct natural frequencies, and is difficult to apply to systems with multiple natural frequencies.

The proposed method can find the eigenvalue and eigenvector derivatives of the structural and mechanical damped system by solving the algebraic equations with a symmetric coefficient matrix added as a side condition; the proposed algorithm can be applied consistently to the structural and lumped mechanical systems. The algebraic equation may be efficiently solved by the $\mathbf{L D L}^{T}$ decomposition method [29]. If the derivatives of the stiffness, mass and damping matrices can be found analytically, the proposed method can find the exact
eigenpair derivatives. Also the proposed method can be extended to the eigenvalue problem with multiple eigenvalues (refer to Part II).

The second section of this paper presents the sensitivity analysis for finding eigenvalue and eigenvector derivatives of a damped system. The third section presents the numerical stability of the proposed method for the eigenvalue problem with distinct eigenvalues, and the next section presents numerical examples.

## 2. SENSITIVITY ANALYSIS OF DAMPED SYSTEMS

The equation of motion of a damped system can be expressed as

$$
\begin{equation*}
\mathbf{M} \ddot{\mathbf{y}}(t)+\mathbf{C} \ddot{\mathbf{y}}(t)+\mathbf{K y}(t)=\mathbf{f}(t), \tag{1}
\end{equation*}
$$

where $\mathbf{M}, \mathbf{C}$ and $\mathbf{K}$ are the matrices of mass, damping and stiffness, respectively, and these are order $n$ symmetric matrices. $\mathbf{M}$ is positive definite and $\mathbf{K}$ is positive definite or semi-positive definite. $\mathbf{f}$ is the excitation vector and $\mathbf{y}$ is the response vector. The solution of the free vibration of equation (1) can be assumed as

$$
\begin{equation*}
\mathbf{y}(t)=\mathrm{e}^{2 t} \phi \tag{2}
\end{equation*}
$$

Substituting equation (2) into equation (1) gives

$$
\begin{equation*}
\left(\lambda^{2} \mathbf{M}+\lambda \mathbf{C}+\mathbf{K}\right) \phi=\mathbf{0}, \tag{3}
\end{equation*}
$$

where $\lambda$ and $\phi$ are the eigenvalue and eigenvector and both are complex values in general. To determine eigenvalues and eigenvectors, one can use the following identity

$$
\begin{equation*}
\mathbf{M} \dot{\mathbf{y}}(t)-\mathbf{M} \dot{\mathbf{y}}(t)=\mathbf{0} . \tag{4}
\end{equation*}
$$

Combining equation (3) and equation (4), the $2 n$-dimensional eigenvalue problem can be obtained as

$$
\left[\begin{array}{cc}
-\mathbf{K} & \mathbf{0}  \tag{5}\\
\mathbf{0} & \mathbf{M}
\end{array}\right]\left\{\begin{array}{c}
\phi \\
\lambda \phi
\end{array}\right\}=\lambda\left[\begin{array}{cc}
\mathbf{C} & \mathbf{M} \\
\mathbf{M} & \mathbf{0}
\end{array}\right]\left\{\begin{array}{c}
\phi \\
\lambda \phi
\end{array}\right\},
$$

which can be written conveniently as

$$
\begin{equation*}
\mathbf{A z}=\lambda \mathbf{B z}, \tag{6}
\end{equation*}
$$

where

$$
\mathbf{A}=\left[\begin{array}{cc}
-\mathbf{K} & \mathbf{0}  \tag{7}\\
\mathbf{0} & \mathbf{M}
\end{array}\right], \quad \mathbf{B}=\left[\begin{array}{cc}
\mathbf{C} & \mathbf{M} \\
\mathbf{M} & \mathbf{0}
\end{array}\right] \quad \text { and } \quad \mathbf{z}=\left\{\begin{array}{c}
\phi \\
\lambda \phi
\end{array}\right\} .
$$

Note that $(2 n) \times(2 n)$ matrices $\mathbf{A}$ and $\mathbf{B}$ are symmetric, but not positive definite. The eigenvalues and eigenvectors of the complex eigenvalue problem $\mathbf{A z}=\lambda \mathbf{B z}$ can be found as shown in references [30-32]. The eigenvalues are $\lambda_{i}$ and $\bar{\lambda}_{j}$, and the corresponding eigenvectors are

$$
\mathbf{z}_{j}=\left\{\begin{array}{c}
\phi_{j}  \tag{8}\\
\lambda_{j} \phi_{j}
\end{array}\right\} \quad \text { and } \quad \overline{\mathbf{z}}_{j}\left\{\begin{array}{c}
\bar{\phi}_{j} \\
\bar{\lambda}_{j} \bar{\phi}_{j}
\end{array}\right\} \quad \text { for } j=1,2, \ldots, n .
$$

One can normalize the eigenvectors such as

$$
\begin{align*}
& \mathbf{z}_{j}^{T} \mathbf{A} \mathbf{z}_{j}=\left\{\begin{array}{c}
\phi_{j} \\
\lambda_{j} \phi_{j}
\end{array}\right\}^{T}\left[\begin{array}{cc}
-\mathbf{K} & \mathbf{0} \\
\mathbf{0} & \mathbf{M}
\end{array}\right]\left\{\begin{array}{c}
\phi_{j} \\
\lambda_{j} \phi_{j}
\end{array}\right\}=\lambda_{j},  \tag{9}\\
& \mathbf{z}_{j}^{T} \mathbf{B} \mathbf{z}_{j}=\left\{\begin{array}{c}
\phi_{j} \\
\lambda_{j} \phi_{j}
\end{array}\right\}^{T}\left[\begin{array}{cc}
-\mathbf{K} & \mathbf{0} \\
\mathbf{0} & \mathbf{M}
\end{array}\right]\left\{\begin{array}{c}
\phi_{j} \\
\lambda_{j} \phi_{j}
\end{array}\right\}=1 . \tag{10}
\end{align*}
$$

Suppose that eigenpairs and matrices $\partial K / \partial p, \partial M / \partial p$ and $\partial C / \partial p$ are known where $p$ is a design parameter and all eigenvalues are different, we will present the analysis method for calculating the derivative of eigenvalues and eigenvectors in the rest of this section.

Reconsidering the eigenvalue problem equation (3) for the $j$ th eigenmode,

$$
\begin{equation*}
\left(\lambda_{j}^{2} \mathbf{M}+\lambda_{j} \mathbf{C}+\mathbf{K}\right) \phi_{j}=\mathbf{0} . \tag{11}
\end{equation*}
$$

To obtain an equation for derivatives of eigenvalue and eigenvector, equation (11) is differentiated with respect to a design parameter $p$, then

$$
\begin{equation*}
\left(\lambda_{j}^{2} \mathbf{M}+\lambda_{j} \mathbf{C}+\mathbf{K}\right) \frac{\partial \phi_{j}}{\partial p}=-\left(2 \lambda_{j} \mathbf{M}+\mathbf{C}\right) \phi_{j} \frac{\partial \lambda_{j}}{\partial p}-\left(\lambda_{j}^{2} \frac{\partial \mathbf{M}}{\partial p}+\lambda_{j} \frac{\partial \mathbf{C}}{\partial p}+\frac{\partial \mathbf{K}}{\partial p}\right) \phi_{j} . \tag{12}
\end{equation*}
$$

Premultiplying at each side of equation (12) by $\phi_{j}^{T}$, the eigenvalue derivative can be obtained as

$$
\begin{equation*}
\frac{\partial \lambda_{j}}{\partial p}=-\phi_{j}^{T}\left(\lambda_{j}^{2} \frac{\partial \mathbf{M}}{\partial p}+\lambda_{j} \frac{\partial \mathbf{C}}{\partial p}+\frac{\partial \mathbf{K}}{\partial p}\right) \phi_{j} . \tag{13}
\end{equation*}
$$

The above equation gives the derivative of the eigenvalue, directly, and now the right side of equation (12) is all known but the eigenvector derivative $\partial \phi_{j} / \partial p$ cannot be found directly since the matrix $\lambda_{j}^{T} \mathbf{M}=\lambda_{i} \mathbf{C}+\mathbf{K}$ is singular. To overcome this singularity problem and to find the eigenvector derivative, a number of numerical methods have been developed by many researchers: the iterative method [6-9], the algebraic method [6, 22, 23], Nelson's method [21], and the modal method family [10-20]. In this paper the algebraic method for calculating the eigenpair derivatives worked by Lee and Jung [22] is extended for the proportionally and non-proportionally damped systems with distinct eigenvalues and its numerical stability is proved.

The proposed method solves a symmetric linear algebraic equation with side conditions given by differentiating orthonormal conditions. Rewriting the orthonormal condition, equation (10), and arranging it gives

$$
\begin{equation*}
\phi_{j}^{t}\left(2 \lambda_{j} \mathbf{M}+\mathbf{C}\right) \phi_{j}=1 . \tag{14}
\end{equation*}
$$

Differentiating the normalization condition, equation (14), with respect to the
design parameter gives

$$
\begin{equation*}
\phi_{j}^{T}\left(2 \lambda_{j} \mathbf{M}+\mathbf{C}\right) \frac{\partial \phi_{j}}{\partial p}+\frac{1}{2} \phi_{j}^{T}\left[2\left(\frac{\partial \lambda_{j}}{\partial p} \mathbf{M}+\lambda_{j} \frac{\partial \mathbf{M}}{\partial p}\right)+\frac{\partial \mathbf{C}}{\partial p}\right] \phi_{j}=0 . \tag{15}
\end{equation*}
$$

Equations (12) and (15) may be written as a single matrix equation as

$$
\begin{align*}
& {\left[\begin{array}{cc}
\lambda_{j}^{2} \mathbf{M}+\lambda_{j} \mathbf{C}+\mathbf{K} & \left(2 \lambda_{j} \mathbf{M}+\mathbf{C}\right) \phi_{j} \\
\phi_{j}^{T}\left(2 \lambda_{j} \mathbf{M}+\mathbf{C}\right) & 0
\end{array}\right]\left\{\begin{array}{c}
\frac{\partial \phi_{j}}{\partial p} \\
0
\end{array}\right\}} \\
& \quad=\left\{\begin{array}{c}
-\left(2 \lambda_{j} \mathbf{M}+\mathbf{C}\right) \phi_{j} \frac{\partial \lambda_{j}}{\partial p}-\left(\lambda_{j}^{2} \frac{\partial \mathbf{M}}{\partial p}+\lambda_{i} \frac{\partial \mathbf{C}}{\partial p}+\frac{\partial \mathbf{K}}{\partial p}\right) \phi_{j} \\
-\frac{1}{2} \phi_{j}^{T}\left[2\left(\frac{\partial \lambda_{j}}{\partial p} \mathbf{M}+\lambda_{j} \frac{\partial \mathbf{M}}{\partial p}\right)+\frac{\partial \mathbf{C}}{\partial p}\right] \phi_{j}
\end{array}\right\} . \tag{16}
\end{align*}
$$

Equation (16) is the key idea of the proposed method and the derivative of eigenvector, $\partial \phi_{i} / \partial p$, can be found directly by solving the algebraic equation. The coefficient matrix on the left side of equation (16) can be decomposed (by means of the $\mathbf{L D L}^{T}$ decomposition method [29]; $\mathbf{L}$ is a lower triangular matrix, and $\mathbf{D}$ a diagonal matrix) into upper and lower triangular forms and a forward and backward substitution scheme may be used to evaluate the components of $\partial \phi_{i} / \partial p$.

The procedure of the proposed method in the case of distinct eigenvalues is summarized in Table 1. One can see that the algorithm of the proposed method is very simple and compact. The proposed method has the desirable properties of preserving the band and symmetry of all matrices, and of requiring knowledge of

Table 1
The procedure of the proposed method in the case of distinct eigenvalues
(1) Calculate $\frac{\partial \lambda_{i}}{\partial p}=-\phi_{j}^{T}\left(\lambda_{j}^{2} \frac{\partial \mathbf{M}}{\partial p}+\lambda_{j} \frac{\partial \mathbf{C}}{\partial p}+\frac{\partial \mathbf{K}}{\partial p}\right) \phi_{j}$.
(2) Define $\mathbf{A}^{*}=\left[\begin{array}{cc}\lambda_{j}^{2} \mathbf{M}+\lambda_{j} \mathbf{C}+\mathbf{K} & \left(2 \lambda_{j} \mathbf{M}+\mathbf{C}\right) \phi_{j} \\ \phi_{j}^{T}\left(2 \lambda_{j} \mathbf{M}+\mathbf{C}\right) & 0\end{array}\right]$.
(3) Compute $\mathbf{f}_{j}=\left\{\begin{array}{c}-\left(2 \lambda_{j} \mathbf{M}+\mathbf{C}\right) \phi_{j} \frac{\partial \lambda_{j}}{\partial p}-\left(\lambda_{j}^{2} \frac{\partial \mathbf{M}}{\partial p}+\lambda_{j} \frac{\partial \mathbf{C}}{\partial p}+\frac{\partial \mathbf{K}}{\partial p}\right) \phi_{j} \\ -0 \cdot 5 \phi_{j}^{T}\left[2\left(\frac{\partial \lambda_{j}}{\partial p} \mathbf{M}+\lambda_{j} \frac{\partial \mathbf{M}}{\partial p}\right)+\frac{\partial \mathbf{C}}{\partial p}\right] \phi_{j}\end{array}\right\}$.
(4) Compute $\left\{\begin{array}{c}\frac{\partial \phi_{j}}{\partial p} \\ 0\end{array}\right\}=\left[\mathbf{A}^{*}\right]^{-1} \mathbf{f}_{j}$ (using LDL $^{T}$ decomposition factorization).
only one eigenpair to be differentiated. Both properties are important in realistic structural problems where the stiffness and mass matrices are of very high-order, since these properties allow the use of efficient storage and solution techniques. The numerical stability of the proposed method in the case of distinct natural frequencies is proved in section 3 .

## 3. NUMERICAL STABILITY OF THE PROPOSED METHOD

To show that the coefficient matrix $\mathbf{A}^{*}$ is always non-singular, consider another matrix such as $\mathbf{Y}^{T} \mathbf{A}^{*} \mathbf{Y}$ where $\mathbf{Y}$ is a nonsingular square matrix of order $(n+1)$. The determinant property, $\operatorname{det}\left(\mathbf{Y}^{T} \mathbf{A}^{*} \mathbf{Y}\right)=\operatorname{det}\left(\mathbf{Y}^{T}\right) \operatorname{det}\left(\mathbf{A}^{*}\right) \operatorname{det}(\mathbf{Y})$, provides that $\operatorname{det}\left(\mathbf{Y}^{T} \mathbf{A}^{*} \mathbf{Y}\right) \neq 0$ if and only if $\operatorname{det}\left(\mathbf{A}^{*}\right) \neq 0$ and $\operatorname{det}(\mathbf{Y}) \neq 0$. Therefore, if it is proved that the determinant of $\mathbf{Y}^{T} \mathbf{A}^{*} \mathbf{Y}$ is non-zero, then the determinant of matrix $\mathbf{A}^{*}$ may also be non-zero and $\mathbf{A}^{*}$ is non-singular.

In this paper, the matrix $\mathbf{Y}$ is assumed as

$$
\mathbf{Y}=\left[\begin{array}{ll}
\mathbf{\Psi} & \mathbf{0}  \tag{17}\\
\mathbf{0} & 1
\end{array}\right]
$$

where $\Psi$ is a $n \times n$ matrix having arbitrary independent vectors containing the $j$ th eigenvector of the system as its columns, as follows:

$$
\boldsymbol{\Psi}=\left[\begin{array}{lllll}
\psi_{1} & \psi_{2} & \cdots & \psi_{n-1} & \phi_{j} \tag{18}
\end{array}\right]
$$

where $\psi$ 's are arbitrary independent vectors chosen to be independent of $\phi_{j}$. Considering equations (17) and (18), it is clear that the columns of the matrix $\mathbf{Y}$ are all independent vectors. The matrix $\mathbf{Y}$ is non-singular and invertible since it is a set of $(n+1)$ independent vectors. Pre- and post-multiplying $\mathbf{Y}^{T}$ and $\mathbf{Y}$ to $\mathbf{A}^{*}$ yields

$$
\begin{align*}
\mathbf{Y}^{T} \mathbf{A}^{*} \mathbf{Y} & =\left[\begin{array}{ll}
\boldsymbol{\Psi} & \mathbf{0} \\
\mathbf{0} & 1
\end{array}\right]^{T}\left[\begin{array}{c:c}
\lambda_{j}^{2} \mathbf{M}+\lambda_{j} \mathbf{C}+\mathbf{K} & \left(2 \lambda_{j} \mathbf{M}+\mathbf{C}\right) \phi_{j} \\
\hdashline \phi_{j}^{T}\left(2 \lambda_{j} \mathbf{M}+\mathbf{C}\right) & 0
\end{array}\right]\left[\begin{array}{ll}
\boldsymbol{\Psi} & \mathbf{0} \\
\mathbf{0} & 1
\end{array}\right] \\
& =\left[\begin{array}{cc}
\boldsymbol{\Psi}^{T}\left(\lambda_{j}^{2} \mathbf{M}+\lambda_{j} \mathbf{C}+\mathbf{K}\right) \boldsymbol{\Psi} & \boldsymbol{\Psi}^{T}\left(2 \lambda_{j} \mathbf{M}+\mathbf{C}\right) \phi_{j} \\
\hdashline--\lambda_{j}^{T}\left(2 \lambda_{j} \mathbf{M}+\mathbf{C}\right) \boldsymbol{\Psi} & 0
\end{array}\right] . \tag{19}
\end{align*}
$$

It is obvious that the last column and row of the matrix $\boldsymbol{\Psi}^{T}\left(\lambda_{j}^{2} \mathbf{M}+\lambda_{j} \mathbf{C}+\mathbf{K}\right) \boldsymbol{\Psi}$ all have zero elements since $\left(\lambda_{j}^{2} \mathbf{M}+\lambda_{j} \mathbf{C}+\mathbf{K}\right) \phi_{j}$. That is,

$$
\boldsymbol{\Psi}^{T}\left(\lambda_{m}^{2} \mathbf{M}+\lambda_{j} \mathbf{C}+\mathbf{K}\right) \boldsymbol{\Psi}=\left[\begin{array}{cc}
\tilde{\mathbf{A}} & \mathbf{0}  \tag{20}\\
\mathbf{0} & 0
\end{array}\right]
$$

where $\tilde{\mathbf{A}}$ is a non-zero $(n-1) \times(n-1)$ submatrix. The assumption that $\lambda_{i}$ is a distinct eigenvalue of the system provides that the matrices $\lambda_{i}^{2} \mathbf{M}+\lambda_{j} \mathbf{C}+\mathbf{K}$ and ${\underset{\sim}{\boldsymbol{\Psi}}}^{T}\left(\lambda_{j}^{2} \mathbf{M}+\lambda_{j} \mathbf{C}+\mathbf{K}\right) \Psi$ of order $n$ have a rank of $n-1$ and they are singular. But $\tilde{\mathbf{A}}$ has a full rank and it is a non-singular matrix, which is given by eliminating
the last column and row having all zero elements from $\boldsymbol{\Psi}^{T}\left(\lambda_{j}^{2} \mathbf{M}+\lambda_{j} \mathbf{C}+\mathbf{K}\right) \boldsymbol{\Psi}$. Therefore, the determinant of $\tilde{\mathbf{A}}$ is non-zero, $\operatorname{det}(\tilde{\mathbf{A}}) \neq 0$.

By the normalization condition, the last elements of the column vector $\boldsymbol{\Psi}^{T}\left(2 \lambda_{j} \mathbf{M}+\mathbf{C}\right) \phi_{j}$ and row vector $\phi_{j}^{T}\left(2 \lambda_{j} \mathbf{M}+\mathbf{C}\right) \boldsymbol{\Psi}$ are unity.

$$
\boldsymbol{\Psi}^{T}\left(2 \lambda_{j} \mathbf{M}+\mathbf{C}\right) \phi_{j}=\left\{\begin{array}{c}
\tilde{\mathbf{b}}  \tag{21}\\
1
\end{array}\right\} \quad \text { and } \quad \phi_{j}^{T}\left(2 \lambda_{j} \mathbf{M}+\mathbf{C}\right) \boldsymbol{\Psi}=\left\{\begin{array}{c}
\tilde{\mathbf{b}} \\
1
\end{array}\right\},
$$

where $\tilde{\mathbf{b}}$ is a non-zero vector. Substituting equations (20) and (21) into equation (19) yields

$$
\mathbf{Y}^{T} \mathbf{A}^{*} \mathbf{Y}=\left[\begin{array}{ccc}
\tilde{\mathbf{A}} & \mathbf{0} & \tilde{\mathbf{b}}  \tag{22}\\
\mathbf{0} & 0 & 1 \\
\tilde{\mathbf{b}}^{T} & 1 & 0
\end{array}\right] .
$$

Applying the determinant property of partitioned matrices, the determinant of $\mathbf{Y}^{T} \mathbf{A} * \mathbf{Y}$ can be written as follows:

$$
\operatorname{det}\left(\mathbf{Y}^{T} \mathbf{A}^{*} \mathbf{Y}\right)=\operatorname{det}\left[\begin{array}{ll}
0 & 1  \tag{23}\\
1 & 0
\end{array}\right] \operatorname{det}\left(\tilde{\mathbf{A}}-\left[\begin{array}{ll}
\mathbf{0} & \tilde{\mathbf{b}}
\end{array}\right]\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]^{-1}\left[\begin{array}{l}
\mathbf{0} \\
\tilde{\mathbf{b}}^{T}
\end{array}\right]\right)
$$

or

$$
\begin{equation*}
\operatorname{det}\left(\mathbf{Y}^{T} \mathbf{A}^{*} \mathbf{Y}\right)=\operatorname{det}(\tilde{\mathbf{A}}) \neq 0 . \tag{24}
\end{equation*}
$$

The determinant of $\mathbf{A}^{*}$ thus is not equal to zero because $\operatorname{det}\left(\mathbf{Y}^{T} \mathbf{A}^{*} \mathbf{Y}\right) \neq 0$. The non-singularity of the matrix $\mathbf{A}^{*}$ is shown analytically; the numerical stability of the proposed method in the case of distinct natural frequencies is established.

## 4. NUMERICAL EXAMPLE

To verify the proposed method and its possibilities, two numerical examples are presented. In the first, as an example of a damped system with proportional damping, a cantilever plate is considered, while in the second a half-car modelled 7-DOF is considered to demonstrate an application of the proposed method to a non-proportionally damped system with distinct natural frequencies.

### 4.1. CANTILEVER PLATE (PROPORTIONALLY DAMPED SYSTEM)

The finite element model of the cantilever plate used in reference [9] is modelled with 36 triangular elements as shown in Figure 1. Each node of the element has three degrees of freedom ( $z$-translation, $x$-rotation and $y$-rotation); hence each element has nine degrees of freedom. The number of nodes is 28 and the total degrees of freedom of the structure is 72 . For example calculations, Young's modulus is $10.5 \times 10^{5} \mathrm{~N} / \mathrm{m}^{2}$, the mass density $5.88 \times 10^{-3} \mathrm{~kg} / \mathrm{m}^{2}$ and the Poison's ratio $0 \cdot 3$. The length of the plate is 6 m , width 3 m and thickness 0.01 m .


Figure 1. Cantilever plate with the thickness $t$ as the design parameter. Number of nodes: 28; number of elements: 36 ; number of degrees of freedom: 72 ; Young's modulus: $E=10 \cdot 5 \times 10^{5}$ $\mathrm{N} / \mathrm{m}^{2}$; mass density: $\rho=5.88 \times 10^{-3} \mathrm{~kg} / \mathrm{m}^{3}$.

Assume that the damping matrix is a linear combination of the stiffness and mass matrices as

$$
\begin{equation*}
\mathbf{C}=\alpha \mathbf{K}+\beta \mathbf{M} \tag{25}
\end{equation*}
$$

where $\alpha$ and $\beta$ are the Rayleigh coefficients and $\alpha=\beta=0.01$. The design parameter is the plate thickness $t$. The stiffness and mass matrices of the structure are proportional to $t^{3}$ and $t$, respectively. The derivatives of the stiffness and mass matrices can be immediately obtained by differentiating them with respect to plate thickness $t$, and the derivative of the damping matrix by combining them.

Some sensitivity results are represented in Table 2. The lowest 20 natural frequencies and their derivatives of the initial cantilever plate are listed in the second and third columns of Table 2. The fourth and fifth columns represent actual natural frequencies and approximated natural frequencies of a changed system of which the thickness is thicker than the initial plate and the ratio of thickness change to initial thickness is $\Delta t / t=0 \cdot 01$. The approximated frequencies or eigenvalues, $\bar{\lambda}_{\text {changed }}$, are computed by

$$
\begin{equation*}
\bar{\lambda}_{\text {changed }}=\lambda_{\text {initial }}+\frac{\partial \lambda}{\partial t} \Delta t \tag{26}
\end{equation*}
$$

and the approximated eigenvectors can be computed in the same way. The variations of exact natural frequencies and eigenvectors, which are calculated by $\left|\lambda_{\text {initial }}-\lambda_{\text {changed }}\right|\left|\left|\lambda_{\text {initial }}\right|\right.$ and $\left\|\phi_{\text {initial }}-\phi_{\text {changed }}\right\|_{2} /\left\|\phi_{\text {initial }}\right\|_{2}$ respectively, are shown in the next two columns. The last two columns are errors of approximations calculated by $\left|\lambda_{\text {changed }}-\bar{\lambda}_{\text {changed }}\right|\left|\left|\lambda_{\text {changed }}\right|\right.$ and $\left\|\phi_{\text {changed }}-\bar{\phi}_{\text {changed }}\right\|_{2} /\left\|\phi_{\text {changed }}\right\|_{2}$, respectively. Considering the amount of variations of the eigenpair between initial and changed system, the errors of approximated eigenpair computed by using derivatives of the eigenpair given by the proposed method are relatively quite small. Hence, one can say that the proposed method gives very good results.


### 4.2. 7-DOF HALF-CAR MODEL (NON-PROPORTIONALLV DAMPED SYSTEM)

A simple model of a truck used in reference [28] is considered in this second example problem for the non-proportionally damped system and is shown in Figure 2. The truck is modelled as the lumped system with 7-DOF. Only the vibrations in the vertical plane are considered; all the horizontal, rolling and yawing degrees of freedom are suppressed. The components of the mass matrix $\mathbf{M}$ of the system $m_{i j}$ 's are

$$
\begin{aligned}
& m_{11}=m_{1} ; m_{22}=m_{2} ; m_{33}=m_{3} ; m_{44}=m_{4} ; m_{55}=m_{5} ; m_{66}=m_{6} \\
& m_{77}=m_{5} ; \quad \text { and } \quad m_{i j}=0, \quad \text { if } \quad i \neq j
\end{aligned}
$$

The components of the stiffness matrix $k_{i j}$ 's are given as

$$
\begin{aligned}
& k_{11}=k_{0}+k_{1} ; \quad k_{14}=-k_{1} ; \quad k_{15}=k_{1} z_{4} ; \quad k_{12}=k_{13}=k_{16}=k_{17}=0 \\
& k_{22}=k_{0}+\frac{1}{4} k_{2} ; \quad k_{23}=\frac{1}{4} k_{2} ; \quad k_{24}=-\frac{1}{2} k_{2} ; \quad k_{25}=-\frac{1}{2} k_{2}\left(L-z_{4}\right) ; \\
& k_{26}=k_{27}=0 ; \quad k_{33}=k_{0}+\frac{1}{4} k_{2} ; \quad k_{34}=-\frac{1}{2} k_{2} ; \quad k_{33}=-\frac{1}{2} k_{2}\left(L-z_{4}\right) ; \\
& k_{36}=k_{37}=0 ; \quad k_{44}=k_{1}+k_{2}+5 k_{3} ; \quad k_{45}=-k_{1} z_{4}+k_{2}\left(L-z_{4}\right)+\sum_{t=1}^{5}\left(z_{1}^{*}-z_{4}\right) k_{3} ; \\
& k_{46}=-5 k_{3} ; \quad k_{47}=-2 k_{3}\left[\sum_{i=1}^{5}\left(z_{i}^{*}-z_{5}\right)\right] ; \\
& k_{55}=\left[k_{1} z_{4}^{2}+k_{2}\left(L-z_{4}\right)^{2}+\sum_{i=1}^{5}\left(z_{i}^{*}-z_{1}\right)^{2} k_{3}\right] ; \\
& k_{56}=-k_{3}\left[\sum_{i=1}^{5}\left(z_{i}^{*}-z_{4}\right)\right] ; \quad k_{57}=-k_{3}\left[\sum_{i=1}^{5}\left(z_{i}^{*}-z_{4}\right)\left(z_{i}^{*}-z_{5}\right)\right] ; \quad k_{66}=5 k_{3} ; \\
& k_{67}=k_{3}\left[\sum_{i=1}^{5}\left(z_{i}^{*}-z_{5}\right)\right] ; \quad k_{77}=k_{3} \sum_{i=1}^{5}\left(z_{i}^{*}-z_{5}\right)^{2} \quad \text { and } \quad k_{i j}-k_{i j} .
\end{aligned}
$$

The damping matrix $\mathbf{C}$ has an analogous form to the stiffness matrix: e.g.,

$$
\begin{aligned}
& c_{11}=c_{0}+c_{1} ; \quad c_{14}=-c_{1} ; \quad c_{15}=c_{1} z_{4} ; \quad c_{12}=c_{13}=c_{16}=c_{17}=0 \\
& c_{22}=c_{0}+\frac{1}{4} c_{2}, \quad \text { etc. }
\end{aligned}
$$

The design parameter selected in this example is $m_{5}$ which is mass of the container.

Some sensitivity results of the 7-DOF half car model are represented in Table 3. The lowest 14 natural frequencies and their derivatives of the initial cantilever plate are listed in the second and third columns of Table 3. The fourth and fifth columns of the table represent actual natural frequencies and approximated natural frequencies of a changed system of which the mass of the container is more massive than that of the initial model and the ratio of mass change to

| Table 3 |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| The natural frequencies of the initial and changed half-car system, and results of the sensitivity analysis |  |  |  |  |  |  |  |  |
|  | Initial system |  | Changed system |  | Variation of eigenpair |  | Error of approximation |  |
| Mode number | Eigenvalue | Eigenvalue derivative | Eigenvalue | Approximated eigenvalue | Eigenvalue | Eigenvector | Eigenvalue | Eigenvector |
| 1, 2 | $\begin{gathered} -6.9831 \times 10^{-3} \\ \pm \mathrm{j} 1.3424 \times 10^{0} \end{gathered}$ | $\begin{array}{r} 1.2809 \times 10^{-6} \\ \mp \mathrm{j} 1.8533 \times 10^{-4} \end{array}$ | $\begin{gathered} -6.9601 \times 10^{-3} \\ \pm \mathrm{j} 1.3390 \times 10^{0} \end{gathered}$ | $\begin{gathered} -6.9601 \times 10^{-3} \\ \pm \mathrm{j} 1.3390 \times 10^{0} \end{gathered}$ | $2.4773 \times 10^{-3}$ | $1.2777 \times 10^{-3}$ | $7.8769 \times 10^{-6}$ | $5.3031 \times 10^{-6}$ |
| 3, 4 | $\begin{aligned} & -1.9389 \times 10^{-2} \\ & \pm \mathrm{j} 1.9168 \times 10^{0} \end{aligned}$ | $\begin{array}{r} 7.7061 \times 10^{-7} \\ \mp \mathrm{j} 5.9212 \times 10^{-5} \end{array}$ | $\begin{array}{r} -1.9375 \times 10^{-2} \\ \pm \mathrm{j} 1.9157 \times 10^{0} \end{array}$ | $\begin{aligned} & -1.9375 \times 10^{-2} \\ & -1.9157 \times 10^{0} \end{aligned}$ | $5.5644 \times 10^{-4}$ | $1.6435 \times 10^{-3}$ | $3.8106 \times 10^{-7}$ | $5.8904 \times 10^{-6}$ |
| 5, 6 | $\begin{aligned} & -1 \cdot 3702 \times 10^{-1} \\ & \pm \mathrm{j} 3 \cdot 8022 \times 10^{0} \end{aligned}$ | $\begin{array}{r} 5.4075 \times 10^{-5} \\ \mp \mathrm{j} 6.8017 \times 10^{-4} \end{array}$ | $\begin{array}{r} -1.3606 \times 10^{-1} \\ \pm \mathrm{j} 3 \cdot 7900 \times 10^{0} \end{array}$ | $\begin{array}{r} -1.3605 \times 10^{-1} \\ \pm \mathrm{j} 3.7899 \times 10^{0} \end{array}$ | $3 \cdot 2023 \times 10^{-3}$ | $5 \cdot 2593 \times 10^{-3}$ | $2.5847 \times 10^{-5}$ | $3 \cdot 1281 \times 10^{-5}$ |
| 7, 8 | $\begin{aligned} & -3 \cdot 8500 \times 10^{-1} \\ & \pm \mathrm{j} 6 \cdot 2351 \times 10^{0} \end{aligned}$ | $\begin{aligned} & -1.6484 \times 10^{-4} \\ & \mp \mathrm{j} 1.2880 \times 10^{-3} \end{aligned}$ | $\begin{gathered} -3.8207 \times 10^{-1} \\ \pm \mathrm{j} 6.2121 \times 10^{0} \end{gathered}$ | $\begin{aligned} & -3.8204 \times 10^{-1} \\ & \pm \mathrm{j} 6.2119 \times 10^{0} \end{aligned}$ | $3.7097 \times 10^{-3}$ | $5 \cdot 1720 \times 10^{-3}$ | $3 \cdot 1903 \times 10^{-5}$ | $2.3434 \times 10^{-5}$ |
| 9, 10 | $\begin{aligned} & -7.5000 \times 10^{-1} \\ & \pm 1.2224 \times 10^{1} \end{aligned}$ | $\begin{array}{r} 0.0000 \times 10^{0} \\ \mp \mathrm{j} 0 \cdot 0000 \times 10^{0} \end{array}$ | $\begin{array}{r} -7.5000 \times 10^{-1} \\ \pm \mathrm{j} 1.2224 \times 10^{1} \end{array}$ | $\begin{array}{r} -7.5000 \times 10^{-1} \\ \pm \mathrm{j} 1.2224 \times 10^{1} \end{array}$ | $0.0000 \times 10^{0}$ | $0 \cdot 0000 \times 10^{0}$ | $0.0000 \times 10^{0}$ | $0 \cdot 0000 \times 10^{0}$ |
| 11, 12 | $\begin{aligned} & -9.0807 \times 10^{-1} \\ & \pm 1.4490 \times 10^{1} \end{aligned}$ | $\begin{array}{r} 8.1395 \times 10^{-8} \\ \mp \mathrm{j} 1.8114 \times 10^{-7} \end{array}$ | $\begin{array}{r} -9.0807 \times 10^{-1} \\ \pm \mathrm{j} 1.4490 \times 10^{1} \end{array}$ | $\begin{array}{r} -9.0807 \times 10^{-1} \\ \pm \mathrm{j} 1.4490 \times 10^{1} \end{array}$ | $2.4339 \times 10^{-7}$ | $1.9756 \times 10^{-5}$ | $2 \cdot 8206 \times 10^{-9}$ | $2.3154 \times 10^{-7}$ |
| 13, 14 | $\begin{array}{r} -1.8271 \times 10^{0} \\ \pm \mathrm{j} 1.8661 \times 10^{1} \end{array}$ | $\begin{array}{r} 1.3796 \times 10^{-8} \\ \mp \mathrm{j} 2.0553 \times 10^{-8} \end{array}$ | $\begin{array}{r} -1.8271 \times 10^{0} \\ \pm \mathrm{j} 1.8661 \times 10^{1} \end{array}$ | $\begin{array}{r} -1.8271 \times 10^{0} \\ \pm \mathrm{j} 1.8661 \times 10^{1} \end{array}$ | $2.3508 \times 10^{-8}$ | $6.0194 \times 10^{-6}$ | $2.5593 \times 10^{-10}$ | $6.5643 \times 10^{-8}$ |



Figure 2. 7-DOF half-car model as a non-proportionally damped system. $z_{1}^{*}=1 \cdot 8 \mathrm{~m}, z_{2}^{*}=2 \cdot 3 \mathrm{~m}$, $z_{3}^{*}=3.8 \mathrm{~m}, \quad z_{4}^{*}=4.3 \mathrm{~m}, \quad z_{5}^{*}=5.0 \mathrm{~m}, \quad z_{4}=2.0 \mathrm{~m}, \quad z_{5}=3.0 \mathrm{~m}, \quad L=3.5, \quad l=0.85 \mathrm{~m}, \quad m_{1}=75 \mathrm{~kg}$, $m_{2}=m_{3}=80 \mathrm{~kg}, \quad m_{4}=3500 \mathrm{~kg}, \quad m_{5}=1800 \mathrm{~kg}, \quad c_{0}=120 \mathrm{Ns} / \mathrm{m}, \quad c_{1}=150 \mathrm{Ns} / \mathrm{m}, \quad c_{2}=50 \mathrm{Ns} / \mathrm{m}$, $c_{3}=80 \mathrm{Ns} / \mathrm{m}, k_{0}=12000 \mathrm{~N} / \mathrm{m}, k_{1}=14000 \mathrm{~N} / \mathrm{m}, k_{2}=9500 \mathrm{~N} / \mathrm{m}, k_{3}=4000 \mathrm{~N} / \mathrm{m}$.
initial mass is $\Delta m_{5} / m_{5}=0.01$. The variations of exact natural frequencies and eigenvectors are shown in the next two columns. The last two columns are errors of approximations. Considering the variations of the eigenpair between the initial and the changed system, the errors of the approximated eigenpair computed by using derivatives of the eigenpair given by the proposed sensitivity analysis method are relatively quite small. Thus, one can say that the proposed method gives very good results.

The theory of the proposed method and its possibilities are demonstrated through the examples. The proposed method can be applied very well to both the proportionally and non-proportionally damped systems.

## 5. CONCLUSIONS

This paper proposes an efficient numerical method whose stability is proved for calculation of the derivatives of natural frequencies and the corresponding mode shapes of the structural and mechanical damped system with distinct natural frequencies. The proposed method can find the derivatives of eigenvalues and eigenvectors in both proportionally and non-proportionally damped systems. The method has the desirable properties of preserving the band and symmetry of the system matrices and of requiring knowledge of only one eigenpair to be differentiated. The algorithm of the method can be added easily to the commercial FEM code because its numerical stability is guaranteed and gives exact solutions.

## ACKNOWLEDGMENTS

This research was supported by the Korea Science and Engineering Foundation, and Korea Industrial Co. Ltd. The support of the Korea Science and Engineering Foundation (203-014-2), and Korea Industrial Co. Ltd are greatly appreciated.

## REFERENCES

1. J. F. Baldwin and S. G. Hutton 1985 AIAA Journal 23, 1737-1743. Natural modes of modified structures.
2. J. I. Pritchard, H. M. Adelman and R. T. Haftka 1987 Journal of Sound and Vibration 119, 277-289. Sensitivity analysis and optimization of nodal point placement for vibration reduction.
3. H. M. Adelman and R. T. Haftka 1986 AIAA Journal 24, 823-832. Sensitivity analysis for discrete structural systems.
4. K. B. Lim, J. L. Junkins and B. P. Wang 1987 Journal of Guidance 10, 581-587. Re-examination of eigenvector derivatives.
5. P. VANHonacker 1980 AIAA Journal 18, 1511-1514. Differential and difference sensitivities of natural frequencies and mode shapes of mechanical structures.
6. C. S. Rudisill and Y. Chu 1975 AIAA Journal 13, 834-837. Numerical methods for evaluating the derivatives of eigenvalues and eigenvectors.
7. A. L. Andrew 1978 Journal of Computational Physics 26, 107-112. Convergence of an iterative method for derivatives of eigensystems.
8. R. C. E. Tan 1986 Journal of Computational Physics 67, 230-235. Accelerating the convergence of an iterative method for derivatives of eigensystems.
9. I. W. Lee and G. H. Jung 1996 Journal of Sound and Vibration 195, 17-32. Numerical method for sensitivity analysis of eigensystems with nonrepeated and repeated eigenvalues.
10. R. L. Fox and M. P. Kapoor 1968 AIAA Journal 6, 2426-2429. Rates of change of eigenvalues and eigenvectors.
11. J. N. Juang, P. Ghaemmaghami and K. B. Lim 1989 Journal of Guidance, Control Dynamics 12, 480-486. Eigenvalue and eigenvector derivatives of a nondefective matrix.
12. L. C. Rogers 1970 AIAA Journal 8, 943-944. Derivatives of eigenvalues and eigenvectors.
13. C. S. Rudisill 1974 AIAA Journal 12, 721-722. Derivatives of eigenvalues and eigenvectors for a general matrix.
14. R. H. Plaut and K. Huseyin 1973 AIAA Journal 11, 250-251. Derivatives of eigenvalues and eigenvectors in non-self-adjoint systems.
15. D. V. Murthy and R. T. Haftka 1988 International Journal for Numerical Methods in Engineering 26, 293-311. Derivatives of eigenvalues and eigenvectors for a general complex matrix.
16. K. B. Lim and J. L. Junkins 1987 Journal of Guidance 10, 581-587. Re-examination of eigenvector derivatives.
17. I. U. Ojalvo 1987 AIAA Journal 25 1386-1390. Efficient computation of modeshape derivatives for large dynamic systems.
18. T. R. Sutter, C. J. Camarda, J. L. Walsh and H. M. Adelman 1988 AIAA Journal 26, 1506-1511. Comparision of several methods for calculating vibration mode shape derivatives.
19. B. P. Wang 1985 AIAA Journal 29, 1018-1020. Improved approximate method for computing eigenvector derivatives in structural dynamics.
20. Z. S. Liu, S. H. Chen and Y. Q. Zhao 1994 Computers and Structures 52, 11351143. An accurate method for computing eigenvector derivatives for free-free structures.
21. R. B. Nelson 1976 AIAA Journal 14, 1201-1205. Simplified calculations of eigenvector derivatives.
22. I. W. Lee and G. H. Jung 1997 Computers and Structures 62, 429-435. An efficient algebraic method for computation of natural frequency and mode shape sensitivities: part I, distince natural frequencies.
23. I. W. Lee and G. H. Jung 1997 Computers and Structures 62, 437-443. An efficient algebraic method for computation of natural frequency and mode shape sensitivities: Part II, multiple natural frequencies.
24. R. L. Dailey 1989 AIAA Journal 27, 486-491. Eigenvector derivatives with repeated eigenvalues.
25. R. T. Haftka and H. M. Adelman 1989 Structural Optimization 1, 137-151. Recent developments in structural sensitivity analysis.
26. R. J. Pomazal and V. W. Snyder 1971 AIAA Journal 9, 2216-2221. Local modification of damped linear systems.
27. J. O. Hallquist 1976 Journal of Sound and Vibration 44, 449-459. An efficient method for determining the effects of mass modifications in damped systems.
28. Z. Zimoch 1987 Journal of Sound and Vibration 115, 447-458. Sensitivity analysis of vibrating systems.
29. K. J. Bathe 1982 Finite Element Procedures in Engineering Analysis. Englewood Cliffs, NJ: Prentice-Hall.
30. T. K. Caughey and M. E. J. O’Kelly 1960 Journal of Applied Mechanics ASME 27, 269-271. Classical normal modes in damped linear dynamic systems.
31. E. L. Wilson and J. Penzien 1972 International Journal for Numerical Methods in Engineering 4, 5-10. Evaluation of orthogonal damping matrices.
32. R. W. Traill-Nash 1981 Earthquake Engineering and Structural Dynamics 9, 153169. Modal methods in the dynamics of systems with non-classical damping.
33. J. H. Wilkinson 1965 The Algebraic Eigenvalue Problem. Oxford: Clarendon Press.
